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A deterministic tool was coded in R to demonstrate that variances and
covariances estimated by equations (5) and (6) of the main manuscript are un-
biased for different heritabilities and genetic correlations. More specifically, the
objective is to derive expected values of the estimators for variances and covari-
ances and compare them to the true, given parameters.

The calculations are based on the bivariate model[
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y = Xb+ Zβ + e,

where yk and yk′ are vectors of phenotypes, Xk and Xk′ are incidence matrices
for fixed effects, Zk and Zk′ are matrices of centered marker scores, βk and
βk′ are vectors of random marker effects, and ek and ek′ are vectors of random
residual effects, all for the two environments k and k′, respectively. The expected
value of y is Xb, the variances of β and e are V ar(β) = G = Σβ ⊗ Im and
V ar(e) = R = Ikσ2

k ⊕ Ik′σ2
k′ , where Σβ is the variance-covariance matrix of

marker effects, Im, Ik and Ik′ are identity matrices, σ2
ek

and σ2
ek′ are residual

variances for environments k and k′, and ⊕ is the direct matrix sum. The
variance of y is V = ZGZ′ + R. The elements of Σβ are calculated as
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,

where m is the number of markers, σ2
gk

and σ2
gk′ are the additive-genetic vari-

ances of environments k and k′, and σgkk′ is the additive-genetic covariance
between the two environments. These additive-genetic parameters are provided
as input to the deterministic calculations and they are compared to the expected
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values of their estimators to show that these are unbiased.

Marker effects are estimated by Best Linear Unbiased Prediction [39] as

β̂ = Cov(β,y′)Py,

where P = V−1[I− X(X′V−1X)−1X′V−1] and

Cov(β,y′) =
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.

The expected value of β̂ = 0 as PX = 0. For estimating variances and covari-
ances of marker effects β̃k = D−1

k Z′
kMkyk and β̃k′ = D−1

k′ Z
′
k′Mk′yk′ are used

in
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respectively. The expected value of β̃
′
kβ̂k [44] is

E(β̃
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′
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and the expected values of β̃
′
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respectively. The matrices Cov(yk,y
′) and Cov(yk′ ,y′) are row-partitions of

V. The expected values of σ̂2
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and σ̂βkk′ are

E(σ̂2
βk
) =

tr(D−1
k Z′

kMkCov(yk,y
′)PV′

βky
)

tr(D−1
k Z′

kMkZk)
, (1)

and
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respectively. The expected additive-genetic variance and covariance are

E(σ̂2
gk
) = m · E(σ̂2

βk
)

E(σ̂2
gk′ ) = m · E(σ̂2

βk′ )

E(σ̂gkk′ ) = m · E(σ̂βkk′ ).

and biases are

Bias(σ̂2
gk
) = E(σ̂2

gk
)− σ2

gk

Bias(σ̂2
gk′ ) = E(σ̂2

gk′ )− σ2
gk′

Bias(σ̂gkk′ ) = E(σ̂gkk′ )− σgkk′ .

In the R code, shown in section 5, D = Im. Biases are zero for different
additive-genetic variances and covariances as well as residual variances. Thus,

by inspection, MkCov(yk,y
′)P = [Mk

... 0] and Mk′Cov(yk′ ,y′)P = [0
... Mk′ ],

so that equations (1) and (2) reduce to E(σ̂2
βk
) = σ2

βk
and E(σ̂βkk′ ) = σβkk′ ,

respectively.
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